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Ab initio molecular dynamics calculations are adapted to treat dense plasmas for temperatures exceeding the electronic Fermi tem- 
perature. Extended electronic states are obtained in a plane wave basis by using pseudopotentials for the ion cores in the lo- 
cal density approximation to density functional theory. The method reduces to conventional first principles molecular dynam- 
ics at low temperatures with the expected high level of accuracy. The occurrence of thermally excited ion cores at high tem- 
peratures is treated by means of final state pseudopotentials. The method is applied to the shock compression Hugoniot equa- 
tion of state for aluminum. Good agreement with experiment is found for temperatures ranging from zero through 105K. 
[equation of state, aluminum, molecular dynamics simulation, first principles, shock Hugoniot] 

Numerous theoretical methods exist to compute equilibrium 
properties of matter at either low or high temperatures. For ex- 
ample, the molecular dynamics (MD) technique has achieved 
widespread use in condensed matter theory for the study of 
both solid and liquid properties. In ab initio versions, the ions 
move classically while electrons are treated quantum mechan- 
ically in the Born-Oppenheimer adiabatic approximation. Of- 
ten, it is a satisfactory approximation to take the electronic sys- 
tem to have zero temperature (7”le = 0, Z&,, > 0), although this 
restriction is not required (1, 2, 3). Plasma theories are appli- 
cable at high temperatures, especially for ksT >> E,F, where 
the electronic system becomes increasingly classical in charac- 
ter. However, little theoretical progress has been made in the 
intermediate temperature regime, where both ion-electron and 
ion-ion correlations may have significant temperature depen- 
dence. A fully quantum mechanical treatment of the electrons 
is necessary here along with the inclusion of multiple electron- 
ion scattering at the lower range. (For example, this gives rise 
to pair or bond-angle correlations in liquids and, ultimately, to 
long range order in the solid phase.) These requirements moti- 
vate an effort to extend condensed matter theory calculations to 
higher temperatures. 

Standard ab initio MD employs the local density approxima- 
tion (LDA) to Hohenberg-Kohn-Sham density functional for- 
malism (4). The calculations commonly use either fictitious 
electron dynamics or iterative schemes to keep electrons near 
the Born-Oppenheimer equilibrium state. Forces on the atoms 
are obtained by the Hellmann-Feynman theorem (1). Typi- 
cal calculations with electron temperature rere = 0 may be im- 
proved by using the Mermin formalism for the independent- 
particle contribution to electronic entropy (5), which requires 
populating states according to the Fermi-Dirac distribution of 
the Kohn-Sham eigenlevels. Reliable free energies also require 
a temperature dependent exchange and correlation potential; 
here, the parametrization of Tanaka and Ichimaru will be used 
(6) in addition to the Ceperley and Alder zero temperature re- 
sults (7, 8). 

Such a generalization of conventional ab initio MD can be 

applied to high temperatures, T > TF, provided that an all- 
electron calculation is performed. In many condensed systems, 
shallow core levels lie lo-50 eV below the top of the valence 
band (9); the core orbitals form narrow bands of Bloch states 
for periodic boundary conditions. Clearly, these levels must be 
partially unoccupied at temperatures in excess of lo4 K. 

However, most practical ab initio MD calculations are per- 
formed with a norm-conserving pseudopotential approxima- 
tion, which allows the practical use of a plane wave basis set. 
The pseudopotential relies on a rigid core approximation (i.e., 
the core orbitals and occupations are assumed to be identical to 
the ground state of the free atom). Not only does thermal core 
ionization violate this assumption, but thermally excited con- 
duction electrons penetrate the core and screen the Coulomb 
potential of the nucleus. This reduces the binding energy of 
core levels, and gives rise to so-called continuum lowering as 
a function of temperature and density (10, 11). Finally, pseu- 
dopotential calculations are also problematic whenever core or- 
bitals overlap at extreme pressure or temperature. Therefore, 
it is necessary to relax the rigid core constraint in order to use 
pseudopotential methods at high temperature. One approach is 
to construct an Al pseudopotential for the L-shell electrons, i.e., 
with an ion charge of Z = + 11. However, this is not practical 
for large-scale MD simulations in a plane wave basis. 

Recently, first principles pseudopotential theory has been 
successfully applied to the study of photoemission (12, 13, 14, 
15). Separate calculations are made for atomic pseudopoten- 
tials with a photoexcited core hole and a correspondingly in- 
creased ionic charge. It is assumed that the core hole has a 
long lifetime such that the neighboring electrons fully respond 
to the perturbation. The modified pseudo-ion is then treated as 
a defect in a standard pseudopotential calculation of the solid 
surface or bulk. By choosing fictitious core hole dynamics, 
it is possible to extend this method to systems with thermally 
excited ion cores in the plasma state. This is a felicitous ap- 
proximation for plane wave LDA studies, as the excited core 
pseudopotentials are similar to the original aluminum. 

In general, multiply ionized core configurations will occur 



Table 1. Total energies in Ry for the constrained DFT 
of neutral Al versus L- and M-shell occupations. The 
K-shell is fully occupied in all cases. Self-consistent 
LDA energies are obtained using the Perdew-Zunger 
zero temperature exchange and correlation. They are 
obtained for spherically symmetric charge distribu- 
tions; for example, the energy difference between 
two 2p, holes and a 2p, plus 2p, combination is ne- 
glected. The mean core occupations and total energies 
for the 144,OOOK and 300,OOOK pseudopotentials are 
shown at the bottom. The minor core ionization that 
occurs at lower temperatures is neglected. 

Orbital Occupations Total Energy Core 
WY) Degeneracy 

2s22p63s23p’ 0.000 1 
2s22p53s23p2 5.522 6 
2s’2p63s23p2 8.217 2 
2s22p43s23p3 12.252 15 
2s’2p53s23p3 14.864 12 
2s02p63s23p3 17.062 1 

2s2.0002p5.9863s23pl.014 0.069* 
-&9772p5.7273s23p~.296 2.2761 

* T=144,000K mean atomic configuration 
+ T=300,000K mean atomic configuration 

at high temperatures (see Table I). It is necessary to estimate 
the equilibrium concentrations of ion core species as a function 
of density and temperature. This is a difficult task, since interi- 
onic and electronic correlations may play a role in determining 
the chemical equilibrium among the different species. How- 
ever, if the effect of interionic interactions is neglected in deter- 
mining species concentrations, the problem becomes a matter 
of the equilibrium distribution of a single ion in an electron 
plasma. Density functional calculations for such ion-plasma 
systems have been performed in the past (16, 17). 

Here, the energies of isohted, neutral atoms are calculated 
for varying excited core configurations and shown in Table I. 
The temperature-dependent ion concentrations, Eli, are subse- 
quently obtained from the partition function 

ni = - L&lZ/&i; 
P 

Z = Ce-@i 
i 

in terms of 0 = l/keT, total atomic energies, Ei, and the degen- 
eracies of the atomic configurations, i. This estimate neglects 
the effect of continuum lowering on the ion core energies, and 
so the predicted ni are independent of density. This approxima- 
tion should be acceptable for moderate temperatures and den- 
sities, where the error is expected to be small compared to the 
core hole creation energies. 

The atomic total energies in Table I are obtained in a so- 
called constrained density functional method (18). That is, they 
are not the energies of a ground state or free energies of systems 

in thermodynamic equilibrium. This constrained DFT has the 
advantage of including some portion of the core hole-core hole 
Coulomb interactions in the calculated energies for multiply ex- 
cited atoms. For example, the energy of the doubly ionized core 
energy is not simply twice that of a singly ionized configuration. 
This may mark an improvement over the average atom approxi- 
mation, which assumes a Fermi-Dirac distribution according to 
the atomic Kohn-Sham eigenvalues (16). 

Once the relative ion concentrations are determined, thermo- 
dynamic equilibrium among the ion cores must be established 
by molecular dynamics. (The free electrons are always in equi- 
librium at a temperature Tel,.) In the absence of dynamical 
core-hole transitions, this model is essentially one of a non- 
stoichiometric fluid alloy. In this case, the alloy is primarily 
composed of Al with small admixtures of Si-, P-, S-, and Cl-like 
final state pseudoatoms accounting for singly through four-fold 
ionized cores. There are numerous techniques available for the 
study of alloy systems. By far, the simplest scheme is the vir- 
tual crystal approximation (VCA), which averages the different 
(non-local) ionic pseudopotentials (19) according to their con- 
centrations, ai, to yield a single, ion potential: 

A VCA-like approach is taken here (20), for MD calculations 
of solid or fluid aluminum at temperatures, Tele = Go,,, of 0; 
3,000; 10,000; 30,000; 75,000; 144,000; and 300,OOOK. Pseu- 
dopotentials are calculated using the method of Troullier and 
Martins (21) from a single core configuration of average 2s 
and 2p orbital occupation numbers that are obtained from the 
partition function in Eq. 1 and the atomic energies from Ta- 
ble I. Aluminum L-shell cores are essentially unperturbed until 
T =144,00OK, at which point the average ion has 0.014 core 
holes ((2) = 3.014). At 300,00OK, the ion has an average of 
3.296 elementary charges (22). 

Plane wave pseudopotential calculations are performed for a 
cubical unit cell at fixed volume and containing 32 aluminum 
atoms. The single F-point is used for Brillouin zone sampling. 
The plane wave basis is cut off at 15 to 25 Ry and includes a 
total of approximately 900 basis functions at the highest den- 
sities, The number of valence electrons is adjusted to main- 
tain charge neutrality when the mean ion charge, (Z), varies 
with temperature. At the highest temperature of 300,00OK, 850 
bands are included for a spectrum of eigenvalues that spans ap- 
proximately 180 eV. This allows a reasonable approximation to 
the correct Fermi-Dirac distribution at kBTele = 25.85eV. The 
electron chemical potential is self-consistently determined so 
as to give the correct total number of electrons for the limited 
spectrum of eigenvalues. 

A time step of 6 atomic units (1.45 x lo-l6 s) is used to per- 
form molecular dynamics by Verlet integration. This time step 
is an order of magnitude smaller than for typical ab initio MD 
calculations. However, the temperatures used here are as much 
as two orders of magnitude higher than considered in the past, 
which makes the average atomic displacements between suc- 
cessive time steps comparable to previous studies. The atomic 



coordinates are started from a well equilibrated ensemble, and 
the atomic velocities are given a Maxwellian distribution ap- 
propriate to the desired temperature, ?;:,, = Tele. The ionic tem- 
perature fluctuates as the total kinetic energy varies during time 
evolution of the system, iA’i,,ks(Z&) = (Ul$,$). If the calcu- 
lated ionic temperature instantaneously differs from the desired 
value by more than lo%, the atomic velocities are resealed to 
the desired temperature. Ionic pressure contributions are given 
as (Pi,,) = Ni,,kB(7&)/V. Electronic pressures are obtained 
from the Hellmann-Feynman stress tensor. The volume, V, and 
statistical average temperature and pressure, (T) and (P) yield 
the predicted equation of state. 

For example, MD simulations can readily identify a shock 
Hugoniot for aluminum. The Hugoniot is a locus of points (den- 
sities and pressures) for equilibrium states that can be achieved 
by successively stronger shocks from a given reference state. 
(The experimental starting state for aluminum at ambient pres- 
sure and temperature is 2.7 g/cm3 density.) Experimental Hugo- 
niot data exists from gas gun measurements and nuclear detona- 
tions (23,24,25,26,27,28,29,30). The Hugoniot is identified 
theoretically from conservation laws to satisfy the relation: 

[U-Uo]-[(P+Po)(vo-v)]/2=o (3) 

in terms of internal energy, U; pressure, P; and volume, V. The 
subscript 0 denotes the initial conditions; these quantities are 
also obtained by LDA calculations. Known, small LDA errors 
in density and cohesive energy do not appreciably alter the pre- 
dicted Hugoniot. Calculations are made for a range of densities 
(volumes) and for a fixed average temperature. 

The internal energy of the ground state is calculated as: 

in terms of calculated energies for the isolated atom with all 
electrons (including the core), Ui:&frc, and for the free atom 
and solid with just the valence electrons (using the pseudopo- 
tential), I!I~~$” and Us~~do, respectively. This result depends 
on the transferrability properties of norm-conserving pseudopo- 
tentials; namely, that the cohesive energy is correctly given by 
E cohes = Espostj:ido - Ef;;;do Similarly, the internal energy of an 
instantaneous atomic configuration of the hot, dense plasma in 
the Born-Oppenheimer approximation is: 

using the pseudopotential appropriate to the given temperature. 
The expectation values of internal energy and pressure must 

be computed from the MD simulations by statistical sampling. 
Averages and error bars are estimated by sampling data ev- 
ery 20 time steps and assuming the complete absence of se- 
rial correlation. In this case, the RMS error is given as o/-\/rii 
in terms of the calculated variance, o, and number of sam- 
plings, N. Residual serial correlation in the sampling creates a 
slight underestimate in the error bars. Up to 1000 timesteps are 
taken with careful convergence of wavefunctions and energies. 
More time steps taken with looser tolerances give similar re- 
sults. Sample results for the Hugoniot relation are shown in Fig. 
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FIGURE 1. Comparison of the Hugoniot relation versus den- 
sity for T=300,000K. These calculations are performed with fi- 
nal state pseudopotentials with average core occupation num- 
bers appropriate to this temperature. A dense set of points ver- 
sus volume was chosen to aid in analysis. Simulations at other 
temperatures were limited to a few points around the estimated 
Hugoniot density. 

1. Statistical fluctuations are minimized by averaging the differ- 
ence ([U - Uo] - [(P + PO) (Vo - V)/2]), rather than taking the 
difference of the averages ([U - UO]) - ([(P f PO) (VO - V)/2]). 

Core ionization has a significant effect on the predicted 
Hugoniot through several mechanisms. First, some portion of 
the energy delivered by the shock is absorbed when ionizing 
core levels. Therefore, the temperature of the system is lower 
than would otherwise develop. Second, the total number of free 
particles increases as the ion cores partially dissociate. Third, 
the ionic charge is increased by the partial ionization, which 
alters the ion-ion Coulomb repulsion. Fourth, the ion cores 
contract in the presence of core holes, reducing the short range 
overlap repulsion of the cores. Fifth, the usual, filled shell core 
repulsion is modified by core hole hybridization and polariza- 
tion (These last two effects are not currently included in this 
pseudopotential calculation. Core repulsion must be incorpo- 
rated either as a pair-potential correction or as a tight-binding 
fit to all electron calculations.) 

The combined influence of the first three of these effects 
can be seen in Fig. 2, which shows the predicted Hugoniot 
for fixed occupation Al pseudopotentials (Z=3) and for the fi- 
nal state pseudopotentials with average core level occupations. 
The three Al valence electrons are always fully delocalized, so 
the Z = 3 model system has zero ionization energy and never 
exceeds the infinite shock limit of four-fold compression. In 
contrast, the final state pseudopotential calculation includes the 
effect of increasing core ionization with temperature. This re- 
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FIGURE 2. Comparison of Al Hugoniot as calculated by ab 
initio MD using filled-core, fixed occupation pseudopotentials, 
Z=3.0, (filled circles and dashed curve) and using mean ther- 
mal occupation final state pseudopotentials (stars and solid 
curve). The zero temperature exchange and correlation poten- 
tial are used here. Results are displayed for temperatures of 0, 
3x 103, 11.6x 103, 30x 103, 75x 103, 144x 103, 300x 103, and 
400x lo3 K. The lines are cubic spline fits to guide the eye. The 
two curves will asymptotically meet at four-fold compression 
of the starting state for infinite shocks and infinite temperature. 

FIGURE 3. Comparison of the MD Hugoniot using final 
state pseudopotentials (star symbols) to experimental data from 
Refs. (23,24,25,26,27,28,29, 30) (filled circles). Represen- 
tative experimental error bars are shown, where available. The 
solid curve is a spline fit to the calculations. 

table (33). Finally, the MD calculations are performed with 
an exchange and correlation potential for the zero temperature 
electron gas. The effect of a finite temperature electron gas ex- 
change and correlation potential is shown as a single x symbol 
for T=300,000K. This is only a correction to the zero temper- 
ature result, taken from calculations for the electron gas at the 
given temperature and density. 

duces the predicted temperatures versus shock strength and al- 
lows compression to significantly higher densities. 

Agreement between the final state pseudopotential MD re- 
sults and experiment appears good, as seen in Fig. 3. Statistical 
uncertainties in the MD results are comparable to the sizes of 
the symbols displayed. The LDA calculations give slight errors 
in the density and cohesive energies at ambient conditions, and 
in the predicted melting point of aluminum (3, 31). However, 
these errors have little effect on the Hugoniot on the scale of 
Fig. 3. 

A comparison of MD and earlier theoretical equations of 
state is shown in Fig. 4. It is likely that the positioning of the 
MD results between the two earlier theories and in proximity 
with the experiment is partly accidental. All of the theoreti- 
cal curves displayed are considered to be in agreement with the 
experimental results, given the uncertainties in the shock mea- 
surements. The MD results also lack two important corrections 
at this time. There is no continuum lowering in the calculation 
for the ion core configurations. This will lower the ionization 
energy for core holes, and should bring closer agreement with 
the ACTEX result (32). There is also no contribution to the cal- 
culated pressure or internal energy from the overlap of adjacent 
ion cores. This repulsion will yield a less compressible sys- 
tem, in closer accord with the Livermore Al equation of state 

In summary, first principles molecular dynamics calcula- 
tions are applied to the equation of state of shock compressed 
aluminum for the first time. The method used for low temper- 
atures (below 10,OOOK) is typical of ab initio MD calculations. 
Key approximations include Born-Oppenheimer, LDA, and the 
use of norm-conserving pseudopotentials. Temperatures be- 
low 100,OOOK require the addition of the Mermin formalism 
for electronic free energy and a finite-T exchange and correla- 
tion. Finally, the recently developed final state pseudopotential 
method based on constrained DFT is used for still higher tem- 
peratures, ranging to 400,OOOK. This pseudopotential scheme is 
combined with the virtual crystal approximation to complete a 
molecular dynamics model for disordered, non-stoichiometric 
mixtures of ions. The results are in good agreement with ex- 
periment, and work is underway to incorporate further modifi- 
cations to the pseudopotential method (?) in order to apply it to 
dense plasmas at yet higher temperatures. 

The authors acknowledge G. Galli, D.A. Young, F.J. Rogers, 
B.I. Bennett, and A. Hazi for helpful discussions on this prob- 
lem. This work was performed under the auspices of the U.S. 
Department of Energy by Lawrence Livermore National Labo- 
ratory under Contract No. W-7405-Eng-48. 
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FIGURE 4. Comparison of the high pressure MD Hugoniot 
using final state pseudopotentials (star symbols) to experimen- 
tal data from Refs. (23, 24, 25, 26, 27, 28, 29, 30) (filled cir- 
cles) and to the theoretical Hugoniot from the tabulated Liver- 
more Al equation of state (33) (solid line) and from calcula- 
tions with the ACTEX method (32) (dashed line). MD results 
are shown for T= 75x 103, 144x 103, 300x 103, and 400x lo3 
K. The average ion charge at these temperatures is 3.0, 3.014, 
3.296,3.571, respectively. A single x symbol represents a cal- 
culation at 300x 103K with a finite-T exchange and correlation 
correction for the itinerant electrons. 
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